
Figure 1: The robot “Xiaowei” used
in our study.
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Abstract
Conversational robots face the practical challenge of pro-
viding timely responses to ensure smooth interactions
with users. Thus, those who design and implement robots
will need to understand how different levels of delay in re-
sponse may affect users’ satisfaction with the conversation,
how to balance the trade-off between a robot’s quality of
voice and response time, and how to design strategies to
mitigate possible negative effects of a long delay. Via an
online video-prototype study on a service robot with 94 Chi-
nese participants, we find that users could tolerate up to
4s delay but their satisfaction drops at the 8s delay during
both information-retrieval conversations and chitchats. We
gain an in-depth understanding of users’ preference for the
trade-off between the voice quality and the response speed,
as well as their opinions on possible robot graphic user in-
terface (GUI) design to alleviate negative user experience
with response latency.
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Introduction
Service robots that provide voice-based services and play
the role of shop assistants [8], snack deliverers [7], and
companions [3], to name a few, are increasingly popular in



our daily life. To maintain a natural conversational experi-
ence, robots should respond to a user’s request within an
appropriate time range that meets the user’s expectation
[11, 13]. For example, Shiwa et al. found that when order-
ing a robot to carry a trash can, users had the highest level
of satisfaction when the robot responded with a delay of
one second compared to zero, two, and three seconds [13].
However, little work tries to understand users’ perception of
the robot’s response delay during information-retrieval (IR)
conversations or chitchats – two common tasks in service
industries, e.g., robot receptionists, shop assistants [10],
etc. Since user expectation of the delay could vary by types
of conversational contexts [11], the conclusions in [13] may
not be readily applicable to IR and chitchat tasks. Such an
understanding is thus practically important as it can help
robot teams to better allocate computational resources of
the robot and design proper mitigating strategies in case of
inevitable long conversational delay.

Figure 2: The robot Xiaowei
displays a text chat window during
conversation. The left bubbles are
robot’s words, while the right one is
user’s utterance.

Figure 3: The computational
models of robot Xiaowei’s dialogue
system and corresponding graphic
user interface (GUI) design.

When a robot has a long response delay, enhancing the
speed of computational models of its dialogue system is a
direct way to improve user experience. However, the robot
teams may encounter some trade-offs in implementing the
dialogue system under a limited budget. For example, de-
ploying an offline speech synthesis (SS) model to avoid
network transmission latency could make the robot respond
faster than evoking an online cloud-based SS service. Yet,
the quality of offline synthetic voice may not be as good as
the online one due to the limited computational resources
offline. It would be interesting to know user preferences for
the voice quality-speed trade-off, which can guide the engi-
neers to decide which SS model to use.

In situations where long delays in a robot’s service are un-
avoidable, previous research on Human-Robot Interaction
has looked into the design of voice strategy (e.g., “uh...”

[13]) and human-like gaze aversion [1] to moderate nega-
tive impressions toward the robot. Nevertheless, with more
and more robots embedded with a screen [5], the design
space of robot graphic user interface (GUI) in maintain-
ing user experience during response latency needs further
exploration. Shi et al. showed that a proper GUI design
(e.g., text body movement vs. voice waveforms) can evoke
stronger user engagement with the voice agent in smart-
phones [12]. It is thus useful to collect user opinions of how
a robot’s GUI design may reduce the impairment of a long
conversational delay.

In this preliminary case study, we explore the following re-
search questions: RQ1) How would a robot’s delay at differ-
ent levels affect user’s satisfaction with the IR conversations
and chitchats? RQ2) Do users prefer a robot that responds
more slowly but with a higher-quality voice or a robot in the
reversed condition? RQ3) What are users’ opinions on the
robot’s GUI design in case of a long delay? We carry out
an online video-prototype study with 94 Chinese partic-
ipants on a robot “Xiaowei” which embeds a screen and
provides services in a bank (Figure 1). Our results show
that users’ satisfaction with both the IR conversation and
chitchat maintains up to 4s delay but drops at 8s delay. In
general, they prefer to chat with a robot that has a high-
quality voice, even though its response has a longer latency
than that with a relatively low-quality voice. The common
GUI design recommended by our participants is to add indi-
cators (e.g., a “thinking” emoji) of delay on the screen.

Our contributions to HCI communities are three-fold. First,
we identify the range of acceptable robot’s delay in two
common conversational contexts. Second, we provide in-
sights into choosing a robot’s speech synthesis model un-
der the voice quality-speed trade-off. Third, we offer design
considerations for robot GUI to handle a long delay.



Methods
The Robot “Xiaowei”, its Dialogue System and GUI
The robot “Xiaowei” is designed to offer multiple functions
in a company including banking-related information retrieval
and social chitchats. It is 124 cm tall and has a 13.3 inch,
1920 × 1080 screen that displays a text chat window during
conversations (Figure 2). As shown in Figure 3, the robot’s
dialogue system consists of three parts and its GUI is de-
signed to reveal their status [12]. After being woken up by
the command “Xiaowei Tongxue”, the robot will say “I am
here” and the icon on the screen will indicate that “I am lis-
tening” while the user is speaking. With the input speech,
the speech recognition model (M1) gets back the text utter-
ance, which is displayed on the screen once the process
is finished. After being processed by the natural language
understanding model and dialogue manager (M2), a textual
response shows up on the screen. Next, the speech syn-
thesis model (M3) generates the phonic response and the
robot speaks it out with the “mouth” of the icon. The cur-
rent version of Xiaowei invokes online services for M1 and
M3 and implements M2 on the company’s server (Figure
4a, denoted as bot1). However, the robot team of Xiaowei
found that it would suffer from a long delay (e.g., the worst
case is 7 seconds in our study) if the textual response is too
long and the network is unstable. This makes it necessary
for us to examine the RQ1 about user satisfaction. A faster
technical solution is replacing the online M3 by an offline
one (Figure 4b, denoted as bot2), which can reduce the
delay to 4s in the same worst case. Although bot2 can tech-
nically respond faster, its voice is different from the voice of
bot1 and has lower quality due to limited computational re-
sources offline [4]. It motivates us to explore the RQ2 about
user preference for the voice quality-speed trade-off. To
gain insights into the GUI design during response latency,
we further investigate RQ3 about user’s opinions and sug-
gestions on the GUI.

Figure 4: The two methods of
implementing a speech synthesis
model (M3) in the robot: (a) bot1
invokes M3 online, which has a
higher-quality voice but is slower;
(b) bot2 invokes an offline M3,
which is faster but has a
lower-quality voice.

Figure 5: The overview and the
procedure of the online
video-prototype study.

Overview of the Online Video-Prototype Study
We conducted an online video-prototype study to address
the RQs raised in the Introduction (Figure 5). As a start of
the experiment, participants filled in a consent form and
their background information, read instructions and con-
versational contexts in the study website. They then went
through three parts of the study. The first part is a 4 (level
of delay: 1, 2, 4, 8s) × 2 (context: IR, chitchat) between-
subject design (for RQ1). The participants randomly inter-
acted with the robot (note: bot1) for five rounds in one of
the eight conditions. To simulate an immersed conversa-
tional experience with the robot, we present the HRI sce-
narios in the videos rather than the figures and scripts as
in [6]. Specifically, the participant clicks a button to “speak
out” each listed utterance. The recorded video plays im-
mediately, in which the “user” is chatting with the robot. Af-
ter indicating their levels of agreement on “I am satisfied
with the conversation with Xiaowei” (1 - strongly disagree,
5 - strongly agree), the participants proceeded to the sec-
ond part, a within-subject (bot1 vs. bot2) design (for RQ2).
They watched two videos with the same content for bot1
and bot2 following the context in their first part. They were
asked to choose whose voice is more pleasant, which robot
responds faster and which robot do they prefer to chat with
(options: bot1, bot2, hard to tell). We counterbalanced the
order of videos for bot1 and bot2 to check the order effect in
this part. In the third part, we asked them to comment on
the current GUI and suggest the GUI design in cases with
a long delay (for RQ3). They also indicated how much they
agree with “I feel that I am participating in the conversation
with the robot” (for manipulation check).

Conversational Contexts and Video Prototypes
We test the information-retrieval (IR) and chitchat contexts
[1, 11]. We prepare five utterances for the user in each sce-
nario as does in [1]. In the IR scenario, the user encounters



a robot in a bank and wants to learn the bank’s products.
The sample utterances are “what are the products in the
bank” and “introduce [product A] to me”. In the chitchat con-
text, the user is waiting in line in a bank and wants to have
a small talk with the robot. Sample utterances include “I am
unhappy today” and “Your words are funny”. At the begin-
ning of each video-prototype scenario, an actor approaches
the robot (note: bot1) that displays an instruction to wake
it up for each round of conversation, i.e., call me “Xiaowei
Student”.The actor then starts chatting with the robot follow-
ing the order of utterance in the list. We prepare both the
male and female actor’s voices to match the gender of the
participant. We use the DJI Osmo Pocket (an anti-shake
camera) to record the videos via a projective viewpoint of
the actor, as it can avoid the bias of actor’s appearance and
has been shown to have considerable external validity [9].
We cut the videos into five rounds so that the participant
can chat with the robot in a round-by-round manner online.

Manipulation of Robot’s Delay
Through multiple conversational tests on the robot (note:
bot1), we found that the longest delay is around 7 seconds.
Considering that improving the models of the dialogue sys-
tem can reduce the delay, we choose to test four levels of
delay (1, 2, 4, 8s) in our between-subject study for RQ1.
The length of a delay is defined as the period right after the
user’s speech and right before the robot’s phonic response.
We use Adobe Premiere Pro CC 2019 to adjust the length
of the delay. We equally allocate the manipulated delay to
M1, M2, and M3, i.e., 1/3, 2/3, 4/3, 8/3s for each model.

Context IR Chitchat
bot1 5.8s (1.2) 3.8s (0.2)
bot2 3.4s (0.2) 3.2s (0.1)

Table 1: The average (SD) delay of
responses in the three-round
conversations with bot1 and bot2 in
the contexts of information retrieval
(IR) conversation and chitchat.
Unit: second.

Figure 6: The ratings of “I am
satisfied with the conversation with
Xiaowei” (1 - strongly disagree, 5 -
strongly agree) at different levels of
delay during information-retrieval
(IR) conversation and chitchat.
+ : 0.05 < p < 0.1.

Manipulation of the Speed-Voice Tradeoff
We record another three rounds of conversations with bot1
and bot2 in both IR and chitchat contexts. In each context,
the videos are the same for bot1 and bot2 except the voice
and the delay of response. Compared to bot1, bot2 re-

sponds technically faster but its voice quality is lower. We
do not cut the videos round by round nor edit the delay of
responses. Table 1 shows the average delay in our within-
subject study for RQ2. The robot’s responses in the IR con-
text are longer than those in chitchat and take more time
through the online speech synthesis service.

Participant
We recruited 94 Chinese participants (52 males, 42 fe-
males) through posting on social media (e.g., wechat) and
word-of-mouth. Their age ranges from 17 to 40 (Mean
= 24.1, SD = 3.7). There are at least 11 and at most
14 participants in each of the eight conditions. 68 of them
are university students, and others work as designers, IT
engineers, teachers, etc. Most of the participants some-
times have voice interaction with physical robots (M =
3.3, SD = 0.9; 1 = “never”, 5 = “very frequently”), but
they use the voice agent in their smartphones frequently
(M = 4.1, SD = 0.9).

Analysis and Results
Manipulation check. Overall, participants are positive that
they were participating in the conversation with the robot
(M = 3.5, SD = 1.0). Via data analysis, we address the
three research questions regarding the conversational delay
of service robots in the rest of this section.

RQ1: How would a robot’s delay at different levels affect user’s
satisfaction with the IR conversations and chitchats?
After confirming the assumption of equal variance by the
Levene’s Test, we ran a two-way (levels of delay and con-
texts) ANOVA on the ratings of user’s satisfaction with the
conversation (Figure 6). There is a marginally significant
difference in user satisfaction with the conversation at differ-
ent levels of delay; F (3, 86) = 2.6, p = 0.06, η2 = 0.08.
The Bonferroni post-hoc test reveals that only the user sat-



isfaction at 2s delay (M = 4.1, SD = 0.6) is marginally
significantly higher than that at 8s delay (M = 3.5, SD =
1.0, p = 0.07). Interestingly, user satisfaction with the
IR conversation is the highest at 4s delay while that with
chitchat is the highest at 2s delay. This may reflect user’s
different expectations for these two contexts [1, 11]. No
significance is found for both the main effect of the conver-
sational context (p = 0.16) and its interaction effect with the
levels of delay (p = 0.43). However, there is a trend that
user satisfaction drops more quickly at 4s (M = 3.8, SD =
0.8) and 8s (M = 3.3, SD = 0.9) delays in chitchat than
those (4s: M = 4.2, SD = 0.4; 8s: M = 3.8, SD = 1.1)
in IR conversation. Overall, these results suggest that user
satisfaction with the conversations could maintain up to 4s
delay but drop at 8s delay. Moreover, users in the chitchat
conditions were slightly less satisfied with 4s and 8s delays
than those in the IR conditions.

Figure 7: User preference for bot1
and bot2 in two contexts.

Figure 8: User preference for bot1
and bot2 when they interact with
the robots in different orders.

RQ2: Do users prefer bot1 that responds more slowly but with
a higher-quality voice or bot2 in the reversed condition?
We counted how many participants chose “bot1”, “bot2” or
“hard to tell” in each question of the within-subject study.
Figure 7 shows the distributions of user preferences in two
contexts. Participants in both contexts generally agree that
the voice of bot1 is more pleasant (N = 36 = 18(IR) +18
(Chitchat)) or at least not worse (i.e., hard to tell; N = 46 =
22 + 24) than bot2’s voice. Interestingly, in both contexts,
more participants perceived that bot1 responds faster (N =
28 = 14 + 14) or at least not slower (N = 42 = 21 + 21)
than bot2, while bot2 is actually faster (Table 1). In general,
more participants prefer to chat with bot1 (N = 34 = 17 +
17) rather than bot2 (N = 11 = 6 + 5). These results
suggest that the quality of a robot’s voice could be more
important to user experience than the speed of its response
in our case of 3-6s delay. The voice of higher quality may
even let the users feel that the robot responds faster.

We further checked if the order of interacting with bot1 and
bot2 affects user’s preferences (Figure 8). The result of the
perceived speed is similar in both groups (bot1→ bot2,
bot2→ bot1). However, the order of interaction may impact
users’ preferences for voice and robot. When the users chat
with bot1 first, most of them feel that it is hard to tell whose
voice is more pleasant (N = 40/49) and which robot they
prefer (N = 39/49). However, when they interact with
bot2 first, most of them choose that bot1’s voice is more
pleasant (N = 33/45) and they prefer to chat with bot1
(N = 30/45). These results indicate that improving the
quality of voice could enhance the experience of old users.
If users have experienced the high-quality voice, reducing
the delay with sacrifice in voice quality could not improve
user experience.

RQ3: What are users’ opinions on the robot’s GUI design in case
of a long delay?
To gain insights into GUI design, we first summarized the
users’ comments on the current GUI design of robot Xi-
aowei (Table 2). 14 participants indicated that displaying
textual utterances can help them check the input and un-
derstand the robot’s response. Also, they felt that Xiaowei’s
GUI is easy to follow (N = 20). “It is simple, just like the
text chat window on our smartphones”. However, seven
participants commented that the GUI lacks proactivity. “It
is not human-like enough. It would be nice to proactively
display ‘what else can I help you”’. The other drawbacks
are the platitude background (N = 35) and small font size
(N = 6). “The background is not appealing and the text is
hard to read”.

We then categorized user suggestions on possible GUI
design in case of a long delay (Table 3). Most of the partici-
pants mentioned that they would expect some indicators for
the delay, including text (N = 16) such as “just a moment”,



progress bar (7), and emoji (15) showing that “I am think-
ing”. 16 participants said that the screen can display some
funny animations to distract user attention. Another eight
participants suggested that the robot can offer touchable
interaction during the response delay. “I would like some
touchable buttons such as ‘skip’ and ‘ask again”’.

Discussion
Set a Context-Based Threshold for Robot’s Delay
Our work extends the work of Shiwa et. al [13] by exploring
how different levels of robot’s delay affect user’s satisfaction
with information-retrieval (IR) conversations and chitchats.
We found that it would be safe to have a delay up to 4s in
both contexts (Figure 6). Specifically, users have the high-
est level of satisfaction at 4s delay during IR conversation
but at 2s delay during chitchats. These could be accounted
for users’ different expectations towards these two contexts
[11]. It indicates that robot designers could set a threshold
of delay based on the conversational context, e.g., 4s for IR
and 2s for chitchats. When the delay exceeds the thresh-
old, the designers should consider improving the speed of
computational models or exploiting mitigating strategies.

Pros
Help to verify the input and
understand the response (14);
Simple and easy to follow (20)

Cons
Lack of proactivity (7);
Platitude/Cold background (35);
Small font size (6)

Table 2: Pros and cons of the
current Xiaowei’s GUI design. (N ):
N participants have similar
opinions.

Suggestions on GUI design
in cases with long delay
Indicators: text (e.g., “just a
moment”) (16), progress bar (7),
“thinking” emoji (15);
Funny animations, e.g.,
special video effects,
to distract user’s attention (16);
Touchable options on the
screen, e.g., “skip” button (8)

Table 3: Suggestions on Xiaowei’s
GUI design to handle cases with a
long delay. (N ): N participants
have similar suggestions.

Be Cautious about Reducing Delay with Change of Voice
The quality of a robot’s voice has been shown to affect
user behaviors and perceptions. For example, Walters et.
al found that the robot with a synthesized voice induces
significantly further approach distances of users than the
robot with a high-quality male or female voice [14]. Our
study supplements that even with a drawback of low re-
sponse speed, users seem to still prefer the robot with a
high-quality voice (Figure 7). It is suggested that robot de-
signers should be cautious about the change of voice qual-
ity when they consider improving the speed of the speech
synthesis model. If the voice becomes less pleasant, it
would not improve user experience even the response is

faster (Figure 8).

Add Expressive Indicators of Delay on Robot’s Graphic UI
To handle the cases of a long delay, the filler “uh...” and
human-like gaze aversion proposed in previous works [1,
13] can be viewed as indicators of the robot’s delay. As rec-
ommended by our participants, the indicators of delay can
also be displayed on the robot’s screen (Table 3). Consider-
ing that the current design of Xiaowei’s GUI is easy to follow
but somehow platitude (Table 2), we suggest that the added
indicators should be expressive. For example, the robot
can display a facial expression of thinking [5] or a robot icon
with a “reflection” animation, which could maintain user ex-
pectation better than plain text.

Limitation and Future Work
Our work has two main limitations. First, we carry out the
experiment on the robot with a screen – one type of com-
mon robot design [5], and we adopt a GUI design similar
to the chatbots in smart devices. Robot designers need to
take the appearance and GUI of their robots into consider-
ations when they refer to our results. Also, the conversation
is conducted in Chinese, which may affect people’s sense
of time and delay [2]. It would be interesting to compare our
results to that from other countries.

Conclusion
This paper provides preliminary results on user percep-
tions of the robot’s delay during conversations. Via an on-
line study with 94 Chinese participants, the results show
that user satisfaction with the conversation maintains up to
a 4s delay in both information-retrieval conversation and
chitchat. We further present user preference for the trade-
off between robot’s voice quality and response speed, and
we summarize the expected GUI design for cases of a long
delay. Our work has practical insights for robot designers.
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