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Abstract

Online mental health communities (OMHCs) offer users a public
place to exchange social support via posts with text and images.
Previous work on modeling posts in OMHCs largely focuses on
the sought social support of text-only posts or the features of text-
image posts in Western context but overlooks the text-image posts
in Chinese context. In this paper, we label 973 text-image posts from
three Chinese Baidu Tieba OMHCs with four motivation-based (e.g.,
sharing, offering help) and nine content-based posting intentions
(e.g., personal growth, money) adapted from a human motives tax-
onomy, and we selected 931 entries as the training data. We then
provide benchmark models for predicting each intention given the
post’s text and image as input. The attentional neural network
models have the best performance, with F1 scores above 0.7 in all
the 13 binary classification tasks. Our work offers a starting point
for understanding and modeling multi-modal content in Chinese
OMHCs.

CCS Concepts

« Information systems — Content analysis and feature selec-
tion; « Computing methodologies — Neural networks.
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1 Introduction

Online mental health communities (OMHCs) offer a convenient
place for people to share their mentally challenging issues and
seek social support via text and images in thread-starting posts.
For example, in the Depression Tieba (Yiyuzheng ba in Chinese),
an OMHC with 470K members and over 25 million posts as of Au-
gust 2024, people can pour out their feelings and exchange social
support with each other. Existing work on human-computer in-
teraction (HCI) has modelled the community members’ various
intentions of creating posts in OMHCs [9, 20, 25], which can help
to understand communication patterns in OMHCs and design in-
tervention mechanisms to promote members’ mental health. For
example, Peng et al. [20] built text classifiers to predict the amount
(i.e., small, medium, large) of emotional and informational sup-
port that a post seeks in Reddit r/depression. Kushner and Sharma
[9] compiled user-specified tags of posts from the OMHC Talklife,
which include behavioral purposes such as “relationships”, “my
story”, and “self-harm”, as well as emotional states like “sad”, “frus-
trated”, and “positivity”. However, these works largely focus on
modeling posters’ intentions from posts in the Western context,
while overlooking the specific challenges and characteristics of
text-image posts in the Chinese context.

In this paper, we seek to understand and model the different
intentions of creating text-image posts in Chinese OMHCs. We first
sampled 973 text-image posts from the Depression Baidu Tieba and
conducted a crowd-sourcing task to label the posters’ intentions
referring to the human motives taxonomy [22]. The labeled inten-
tions include four categories about motivation (i.e., sharing, venting,
seeking help, and offering help) and nine categories about content
(i.e., social, financial, social activities, daily life, growth or personal
development, culture or communication, psychological state, physi-
cal state, and family) With this labeled dataset, we trained multiple
classic machine learning models (e.g., KNN, random forest, decision
tree) for binary classification tasks using the textual and visual
features of text-image posts as input. The random forest models
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perform the best in classifying each human intention conveyed
through the text-image posts, with F1 scores of 0.80, 0.81, 0.88,
and 0.94 for the four motivation-based categories, and F1 scores
of 0.75, 0.95, 0.90, 0.70, 0.91, 0.84, 0.62, 0.83, and 0.86 for the nine
content-based categories. We also trained neural network models
with attention mechanisms for classifying each human intention
given the vectorized text and image of the posts as input. These
models also perform well, with F1 scores of 0.85, 0.83, 0.87, 0.93
for the four motivation-based categories, and 0.79, 0.92, 0.91, 0.76,
0.94, 0.84, 0.72, 0.84 and 0.92 for the nine content-based categories,
respectively.

In summary, we contribute a dataset of human intentions of cre-
ating text-image posts in Chinese mental health communities and
benchmark computational models to predict the human intentions
exhibited in text-image posts.

2 Related Work

Online mental health communities (OMHCs) provide a convenient
avenue for users facing health issues to seek and provide social
support, which can positively impact their mental health [18]. For
example, Rains and Young [21] discovered that long-term participa-
tion in these communities can reduce depression, improve quality
of life, and enhance self-management of health. However, on the
downside, Moorhead et al. [17] pointed out the potential risks asso-
ciated with the credibility of online health information, which can
be incorrect or even harmful. Additionally, comments that lack un-
derstanding or respect for others frequently appear, leading to user
withdrawal from online forums and further emotional isolation [19].
Previous researchers have explored various factors, e.g., commu-
nity knowledge [20] and sentiment and topics of the help-seeking
posts [12], that may affect the quality of comments that posters
received in OMHCs. These prior works highlight the benefits of un-
derstanding and predicting the posters’ intentions conveyed in their
posts for promoting positive community interactions and reduce
potential negative impacts.

Existing literature on modeling the posts in OMHCs has pri-
marily focused on the types of social support that the community
members seek or provide [11, 12, 20] or the topics and sentiments
of the posts [3, 12]. For example, Li et al. [11] analyzed posts in
a Chinese depression support community Tulip Sunshine Forum
and interviewed forum users [11]. Chen et al. [3] used measure-
ments of eight basic emotions as features of Twitter posts over time
to identify users who have depression or are at risk of developing
depression. As a closely related work, Li et al. [12] analyzed the text-
image posts in Reddit r/GriefSupport. They built computational
models to examine the effects of textual, visual, and text-image
coherence features of a text-image post on its received social sup-
port [12]. We followed this line of literature to label data and build
computational models. Different from previous work, we focus on
a distinct set of human intentions expressed in the text-image posts
and modeling these intentions in Chinese OMHCs.

As the targeted posts contain both text and images, we sought
inspirations from related work on multimodal data modeling. For
example, multimodal fusion enables machines to extract and inte-
grate information from various sources such as text, images, and
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audio, thus improving model performance [1]. Zhang et al. [26] in-
troduced both intra-attention and inter-attention mechanisms into
a neural network prediction model for the popularity of social me-
dia images. Liang et al. [13] proposed a graph model to explore the
intra-modal and cross-modal heterogeneity of post images and text,
which further improved the accuracy of sarcasm recognition in their
dataset [13]. Cai et al. [2] collected Twitter text-image posts with
sarcasm emotion labels and extracted image vector representations
obtained through the ResNet model, image attribute labels, and
text features embedded using GloVe. They then fused these three
modalities to predict whether a post expressed user sarcasm [2]. In
this work, we also provide benchmark neural network models that
fuse textual and visual features for predicting human intentions of
creating text-image posts in OMHCs.

3 Data Collection and Labeling
3.1 Research Sites

Our research team conducted an extensive search on the online
mental health communities (OMHCs) in which members actively
create text-image posts in Baidu Tieba, a popular platform that
holds numerous online communities in China. After the search
process, we narrowed down our focus on three OMHCs, i.e., De-
pression Bar, Psychology Bar, and Paradise Chicken Soup Bar, all
of which have over 200,000 members as of August, 2024. We collect
publicly available posts created between May 2012 to May 2024
from three OMHCs via aiotieba API [16]. First, we filtered out the
posts containing images and text, and then randomly selected 1,000
posts. Then we removed the posts that had been deleted, since
we cannot track their community knowledge. We also eliminated
advertisement posts, because they cannot reflect the psychological
status of people in psychological community. After pre-processing,
we were left with a total of 973 posts containing images and text:
663 posts from Depression Bar, 183 posts from Psychology Bar, and
127 posts from Paradise Chicken Soup Bar.

3.2 Labels

To compile a nuance set of human intentions of creating text-image
posts in OMHCs, we referred to the human motives taxonomy iden-
tified in previous studies [22]. This taxonomy compiles 161 human
motivations of taking actions and has been applied across vari-
ous domains of psychological and behavioral studies. Jia et al. [8]
adapted this taxonomy to manually annotate photos from the web-
site Unsplash with 28 human intent categories. As suggested by Jia
etal. [8], not all 161 human motives in this taxonomy are applicable
to the text-image posts in OMHCs. For example, the original set of
161 motives primarily focuses on positive or neutral psychological
motives, such as ambition, curiosity, or altruism. However, negative
psychological motives — such as sadness, anxiety, frustration, or
depression — are frequent and central in spaces like Depression
Bar or Psychology Bar.

To start with, three authors of our research team familiarized
themselves with the original 161 motives. They then independently
annotated 50 randomly sampled text-image posts from the collected
dataset, adopting the 161 motives or adding extra labels if applicable.
They met and discussed their labels, identifying agreeable labels
and resolving the conflicts. Next, they repeated this process twice,
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Table 1: Labels used in annotating the human intentions expressed in the text-image posts in Chinese online mental health

communities.
Category Label Explanation Num ICCs
of
posts
Sharing Positive sharing of events or emotions, such as sharing interesting 337 0.781
daily life experiences.
Motivation-  Pouring out Neutral or negative expression of events or emotions, such as com- 302 0.803
plaints.
based Asking for help Request for assistance or answers to questions. 191 0.890
Offering help Provision of substantial help, whether emotional or rational, such as 101 0.773
comforting others or solving problems.
Socializing Interaction with others, including friends, strangers, or romantic part- 199 0.705
ners, such as teasing or sharing relationship dynamics.
Money Emphasis on the use, need, or value of money, such as purchasing 32 0.740
expensive items.
Social activities Engagement in official or social activities, such as work, community 84 0.663
involvement, or forum discussions, without focusing on personal rela-
tionships.
Daily life Reflection on individual daily life events, including diet, sleep, pets, 297 0.740
and travel.
Content- Personal growth Emphasis on personal progress or stagnation, including educational 60 0.607
based achievements and determination for improvement.
Cultural or commu- Content related to culture, including poetry, technology, festivals, and 132 0.731
nicative aspects advertisements.
Psychological state ~ Emphasis on mental health and emotional well-being. 500 0.754
Physical state Reference to current physical health conditions. 136 0.839
Family-related Involvement in family relationships and dynamics, including interac- 94 0.858

themes

tions with family members.

first for another 50 randomly sampled posts and then for another
199 posts. After that, they reached an agreement on the appropriate
labels for the human intentions expressed in the text-image posts in

these Chinese OMHCs. Table 1 summarizes the 13 identified labels.

Four labels are motivation-based, i.e., sharing, pouring out, asking
for help, and offering help, which encapsulate the core reasons
why individuals participate in such spaces. The rest nine labels are
content-based, i.e., socializing, money, social activities, daily life,
personal growth, cultural or communicative aspects, psychological
state, and family-related themes, which reveal the topics of their
text-image posts.

3.3 Annotation Process

After reaching an agreement on the labeling scheme, the three
authors independently applied the scheme in a labeling interface
to 299 sampled posts used in deriving the labels. We developed
the labeling interface customized to our tasks. Each annotator will
get the text-image posts one by one in a shuffled order. For each
post, the annotator needs to assign only one motivation-based
label that the poster mainly conveys and select one, two, or three
content-based labels based on the topics represented in the text and
images. This multi-layered approach enabled us to capture both
the psychological motivations driving each post and the specific
life domains to which these motivations were related. For the rest

posts in the dataset, we invited 20 (19 males, 1 females; age: mean =
19.95, SD = 0.86) student annotators from a local university. Before
commencing the annotation tasks, each annotator received detailed
instructions on our labeling schema, including examples illustrating
how to apply the motivation-based and content-based labels across
different types of posts. During the annotation phase, the platform
presented participants with text-image posts one by one from the
dataset. Participants were tasked with selecting the labels they
deemed most appropriate.

After the labeling processes conducted by our three authors and
20 student annotators, we have a label dataset of 973 text-image
posts, each of which was annotated by exactly three annotators. We
calculated ICCs values on raw data to verify annotator consistency.
For each post, we aggregated label counts from the three annotators:
the Motivation-based label with the highest count was assigned,
while Content-based labels were included if selected by at least two
annotators. Given the diversity and complexity of each post, a strict
standardized approach was not applied to ambiguous or missing
tags. Instead, annotators made judgments based on guidelines and
context, with ICCs ensuring overall consistency. This result in some
posts lacking labels. Thus, we ultimately have 931 labeled entries
remaining. Table 1 shows the intraclass correlations (ICCs) for each
label, all of which are above 0.60, indicating a substantial agreement
level.
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Figure 1: Sample posts and their labels

4 Benchmark Models for Classifying Posting
Intentions

4.1 Classic Machine Learning Models

For each text-image post in Chinese online mental health commu-
nities (OMHCs), we formulate multiple binary classification tasks.
Specifically, following [12, 20] we train binary classifiers to predict
whether a post expresses intentions that fall into each of the 13
labels (Table 1). The input features for each classic machine learning
models are:

Features about the post’s text: We employed a sentiment lexi-
con provided by CNKI, which categorizes emotional words into six
main groups: propositions (further divided into "perception” and
"regard"), positive emotions, positive evaluations, negative emo-
tions, negative evaluations, and degree adverbs (subdivided into
"extremely/most", "very", "more", "-ish", "insufficiently”, and "over").
For each post, we designed a 12-dimensional feature vector based on
the frequency of these words: [number of proposition "perception”
words, number of proposition "regard" words, number of positive
emotion words, number of positive evaluation words, number of
degree "extremely/most" words, number of degree "very" words,
number of degree "more"” words, number of degree "-ish" words,
number of degree "insufficiently” words, number of degree "over"
words, number of negative emotion words, number of negative
evaluation words]. In practice, we used the SnowNLP [23] library
to convert any traditional Chinese characters to simplified Chinese
and utilized the thulac Guo [5] library for Chinese word segmen-
tation, thereby facilitating the counting of words from different
categories.

Features about the post’s image: We focused on color features,
texture features, and subject position features, as inspired by Guo
etal. [4].

e Color features: In psychology, previous models have linked
colors in images to emotional expressions [6]. For instance,
Jafar and Shaikh [7] used common colors to identify the
emotions conveyed by images. In our study, we employed
basic HSV values, including the proportion of pixels for 10
fundamental colors, brightness levels (very low, low, medium,
high, very high), saturation levels (low, medium, high), and
hue levels (warm, cool).

o Texture Features: Tamura texture features play a significant
role in capturing image emotion [15]. We used the skim-
age library to extract texture features and analyzed energy,
contrast, homogeneity, and correlation for the H, S, and V
channels. Energy reflects the uniformity of pixel intensity
distribution, with higher values indicating richer texture.
Contrast measures the difference in intensity between ad-
jacent pixels, with higher contrast indicating more notice-
able texture changes. Homogeneity indicates the similarity
between adjacent pixels, with higher values representing
smoother pixel variations. Correlation refers to the linear
relationship between adjacent pixels of different intensity
levels, with higher correlation suggesting stronger linear re-
lationships. Additionally, we incorporated wavelet features
by applying a three-level Haar wavelet transform to the HSV
channels.

Subject Position Features: The position of the main subject

in an image can reveal a user’s emotional state. For instance,

a subject positioned slightly to the left might convey unease

or introspection, while a rightward position could indicate
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positive or proactive emotions [10]. We standardized the
image sizes to facilitate comparisons of subject position. For
subject recognition, we applied Canny edge detection and
computed the x and y coordinates of the image’s center of
gravity.

Following Guo et al. [4], Peng et al. [20], we trained five classic
machine learning models, including K-Nearest Neighbors (KNN),
Multilayer Perceptron Classifier (MLP), Support Vector Classifier
(SVC), Decision Tree (DT), and Random Forest (RF), to predict
whether a text-image post expresses each of the 13 intentions. These
models were implemented using the scikit-learn library, taking the
extract textual and visual features as input. To evaluate model
performance, we adopted Precision, Recall, and F1-score as metrics
[24]. The dataset was randomly split into a training set (80%) and a
validation set (20%), with 10-fold cross-validation used to determine
model hyperparameters. Table 2 shows the results of 13 binary
classifiers based on classic machine learning models.

KNN and MLP demonstrate average performance, while SVC
exhibits near-perfect recall across multiple labels. Among the classic
machine learning models evaluated, the random forest achieves the
highest precision and F1 score for the majority of the labels.

4.2 Neural Network Models with Attention
Mechanisms

The goal of the attention mechanism is to selectively focus on
the more critical information in the task at hand, based on other
available information. We designed a neural network model that
incorporates an attention mechanism. As shown in Figure 2, we em-
ployed an Intra-attention module to capture the relations between
images and text.

Text embedding: The text embedding is obtained by a pre-
trained Chinese-base-BERT model. From this, we derived the origi-

nal textual vector Xoriginal € REX798 wwhere L is the length of the

text. Then, we processed its shape to obtain a vector x € R0%768,

Specifically, for text representations with fewer than 50 tokens, we
applied linear interpolation; for those with more than 50 tokens,
we used average pooling.

Image embedding: The image embedding is obtained by a pre-
trained ResNet50 model. We first resized the images to 256x256 and
then removed the final average pooling layer and fully connected
layer from ResNet50. We divided each image into 49 regions, thereby
obtaining a vector Yoriginal € R7X7X2048 and y € R¥9%2048 after
reshaped to represent the image features.

Compute Attention: Let the text vector representation be
X = [x1,...,%i,...,%50], where x; € RIX768 and the image vec-
tor representation be y = [y1,...,Yi. . ., yag], where y; € R1%2048,
Firstly, we applied average pooling to the first dimension of the
text vector and image vector to obtain % € R1*78 and y € R1*2048,
To compute visual attention, we used the following equations:

a; = tanh(y; - W¢) O tanh(x - Wy) (1)
a=ELU([ay,...,a19] - Wa) ()

b = ELU(a - Wp,) 3)

h = ELU(b - Wy,) 4)

a; = Softmax(h) (5)

49
Yattention = Z ai " Yi (6)
i=1
where W; € R2048X1024, W; € R768X1024) W, € R1024X512, Wb c
R312X256 and Wy, € R?X1, The tanh activation function, which
handles negative inputs and bounds the output between [-1, 1], is
useful for computing similarity. The final similarity matrix is used
to compute the attention score and we can use attention score to
get the final attention output vector yattention-
Through a process similar to the one described for image atten-
tion computation, we can obtain the final textual attention using
the following equations:

a;j = tanh(x; - W¢) © tanh(y - Wy) (7)
a=ELU([a1,...,a50] - Wa) (8)
b = ELU(a - Wy,) )
h = ELU(b - Wy,) (10)
a; = Softmax(h) (11)
50
Xattention = ) , @i * Xi (12)
i=1

where Wy € R768X1024 ¢ R2048x1024 yy ¢ RI024X512 W, ¢
RSIZX256 and wh c R256X1,

Intention Predictions: We concatenated the image attention
output and the text attention output to form a new vector v =
[xattentionl, .-+ Xattentionsy> Yattentionys - - - » yattentionso]- This vec-
tor was then passed through a fully connected layer, batch normal-
ization layer, ELU activation function, and dropout layer to accel-
erate convergence and reduce over-fitting. The output logits were
used for cross-entropy calculation.

Training Settings: We split 931 labeled text-image posts into a
training set(80%) and a validation set(20% ). The model was trained
using the ADAM optimizer, with L2 regularization and early stop-
ping to prevent overfitting. The batch sizes for the training set
and validation set were set to 16 and 32, respectively. Additionally,
precision, recall, and F1-score were used as evaluation metrics. Ta-
ble 2 shows the results of 13 binary classifiers based on the neural
network models with attention mechanisms.

We can see that such models, though lack of interpretability, out-
perform those classic machine learning models in terms of precision,
and demonstrate superior F1 scores across most labels.

5 Discussion and Conclusion

In this paper, we contribute a dataset of text-image posts with a
set of 13 labeled human intentions in Chinese online mental health
communities (OMHCs). We designated three annotators per post
to achieve a balance between annotation efficiency and a multi-
perspective understanding of each data point while ensuring effec-
tive resource allocation. To assess the consistency in annotators’
understanding of the labels, we decided to calculate the Intraclass
Correlations (ICCs) for each label upon completion of the annota-
tion process. We provide benchmark models, including the classic
ones like random forests and the neural networks with attention
mechanisms, to predict whether a text-image post expresses each
of the 13 human intentions. There are several limitations that call
for future work. First, the labeled dataset is relatively small, and
future work could seek to label more text-image posts to improve
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Table 2: The individual performance metrics of each model across distinct categorical labels.

Label KNN svC MLP DT RF Attention Neural Network
abe]
Precision Recall F1  Precision Recall F1  Precision Recall F1  Precision Recall F1  Precision Recall F1 Precision Recall F1
Sharing 0.61 0.63 0.62 0.67 0.99 0.80 071 078 0.74 0.69 078 0.73 0.69 094 0.80 0.86 084 0.85
Pouring out 0.59 0.61 0.60 0.68 0.99 081 0.68 0.99 0.81 0.69 089 0.78 0.68 0.99 081 0.84 083 0.83
Asking for help 0.70 0.77 0.73 079 0.99 0.88 081 094 087 081 0.96 0.88 0.80 0.99 0.88 0.90 085 0.87
Offering help 0.80 0.89 0.84 0.89 0.99 0.94 090 0.95 0.92 0.89 0.96 0.92 0.90 0.99 0.94 0.95 091 0.93
Socializing 0.69 079 0.74 0.70 076 0.73 070 074 0.72 070 073 0.71 0.70 0.80 0.75 0.77 0.81 0.79
Money 093 0.97 0.95 0.94 096 0.95 094 096 0.95 093 095 0.94 0.94 097 0.95 0.95 089 092
Social activities 0.86 0.90 0.88 0.88 091 0.89 0.89 091 0.90 0.86 091 0.88 0.88 0.92 0.90 0.94 089 0.91
Daily life 0.62 0.63 0.62 072 072 0.72 0.66 0.66 0.66 0.64 0.64 0.64 0.70 071 0.70 0.79 0.74 0.76
Personal growth 088 0.94 091 0.88 0.94 091 088 0.92 0.90 0.89 092 0.90 0.88 0.94 091 0.95 093 0.94
Cultural or
communicative 0.80 0.85 0.82 0.74 086 0.80 081 0.82 081 079 0.82 0.80 0.81 0.87 0.84 0.86 083 0.84
aspects
Psyd;‘z‘lt‘;gmm 054 054 054 061 060 0.60 0.60 059 059 0.61 0.60 0.60 062 062 062 073 071 0.72
Physical state 075 0.86 0.80 0.79 082 0.80 080 0.84 0.82 0.80 0.83 0.81 0.81 0.86 0.83 0.87 081 0.84
Famt‘iz:le::ted 085 089 087 082 090 086 085 088 0.86 084 088 086 082 090 086 094 091 0.92
[
o
50x768
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Figure 2: The neural network models with attention mechanisms to predict posting intentions.

the model performances. Second, we only focus on the text-image
posts, while the posts in pure text or images in OMHCs may ex-
press different types of human intentions [14]. Third, we labeled
the human intention from the viewers’ perspectives, and a future
interview with the posters in Chinese OMHCs would deepen our
understandings on their posting intentions. Fourth, gender imbal-
ance among annotators may affect accuracy, as different genders
may perceive content differently, introducing bias. Future work will
address this by achieving a more balanced gender representation to
enhance consistency and objectivity. Our work offers implications
for understanding and modeling the multi-modal posts in Chinese
OMBHC:s and urges future researchers to extend its applications to
improve people’s mental health.
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